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ABSTRACT

Association rule mining is one o f the data mining techniques used to extract hidden knowledge 

form large datasets. This hidden knowledge contains most o f the times confidential information 

that the users want to keep private or do not want to disclose to public. Therefore, privacy 

preserving data mining (PPDM) techniques are used to preserve such confidential information or 

restrictive pattern from unauthorized access. Furthermore, a rule or pattern is marked, as 

confidential and need to hide if its revelation risk is above some given threshold. Numerous 

techniques are used to hide sensitive association rules by performing some modification in the 

original dataset. Most of the existing techniques are based on support and confidence fi-amework.
*1.. y,

In addition, we identified that most of the techniques are suffering from the side effects of lost 

rules, ghost rules and other side effect, such as number of transaction modified and hiding 

failure. These effects play an important role in the motivation of proposed architecture. In current 

research work, genetic algorithm (GA) is used to triumph over the above mention side effects. 

Proposed research work can be divided into three phases. In phase 1, k-fi-equent itemsets are 

generated and then association rules are generated fi-om these itemsets. Privacy Preserving 

Genetic Algorithm PPGA is applied to release a sanitize database in order to hide sensitive 

association rules in second phase. In phase 3, the original database is compared to sanitize 

database, to find the number o f lost rules and ghost rules. In order to test the performance of the 

PPGA based framework, experiments were conducted on Zoo [75], Synthetic [76] and Extended 

Bakery [77] datasets. Experimental results show that the proposed fi-amework gives better results 

than the existing state o f the art techniques based on rule hiding distance, no o f lost and ghost 

rules.
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Chapter 1

INTRODUCTION

In this chapter, we discuss the background study of Privacy Preserving in Data Mining (PPDM). 

In the same direction, motivations and research objectives will be discussed in a concise manner. 

Finally, we will formulate the problems occur, in order to achieve privacy of confidential 

information. At the end o f this chapter, the outline and flow o f the thesis is described.

1.1 Overview
Mining association rules is one of the data mining techniques which is used to extract useful or 

hidden knowledge from large dataset. Such extraction provides information to unauthorized user 

that organization wants to keep private or do not disclose to public (i.e., name, address, age, 

salary, social security number, type of disease and the like). The process of PPDM is used to hide 

confidential information from any type o f mining algorithm [1,2,3,7,11,12]. Moreover, the basic 

objective of PPDM is to protect data against serious adverse effect. The privacy regarding data 

mining is divided into two types. The fist type of privacy, called output privacy, is that the data is 

altered so that the mining result will conserve certain privacy. Many modification techniques 

such as perturbation, blocking, aggregation, swapping and sampling are used for this type of 

privacy [4,5,8,9,14,17,18,20,23]. The second type o f privacy, called input privacy, is that the 

data is manipulated so that the mining result is not affected or less affected. The cryptography 

based and reconstruction based techniques are used for this type o f privacy [10,15,16,19,21].

Mining association rule is a two step process. In step 1, Apriory algorithm is used to mine 

frequent k-itemsets [28] from huge amount o f data. In step 2, association rules are derived from 

the frequent k-itemsets. Furthermore, a rule is called sensitive if its discloser risk is above a user 

specified threshold. In addition, sensitive hiles contain confidential data that we do not want to 

disclose to public. Example: consider two retailers Bob and Ali in a supermarket. Bob is the 

older one and Ali has newly Joined the market. Now, Ali wants to place those items or products 

which the customers purchase more or whose purchase ratio is high. For this purpose, he wants 

to see the Bob association rules. Suppose any customer of Bob who buy milk as well as tea. We 

call that this rule is sensitive for Bob. Similarly, if Ali knows that any customer of Bob who buy 

milk as well as tea, he started a coupon scheme that offer some discount on milk with purchase
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of tea. Gradually, Bob sale of milk with tea decreased and Ali sale increased. Consequently, Ali 

monopolizes the market as shown in Figure 1.1.

...• ^
Bob Ali

Retailer I Retailer
Figure 1.1: PPDM supermarket example

Additionally, association rules (ARs) are divided in to two sub category; weak 

association rules (WARs) and strong association rules (StARs) as shown in Figure 1.3. A rule is 

called weak association rule if its confidence is lower than user specified threshold. Similarly, a 

rule is marked as strong association rule if its confidence is greater than or equal to user specified 

threshold. Moreover, strong association rules are further divided in to sensitive (SARs) and non­

sensitive association rules (NSARs). Furthermore, two strategies are used to hide sensitive 

association rules (SARs) [13].

• Increase support of the antecedent.

• Decrease support of the consequent.

This work is based on support and confidence framework. The support is the measure of 

the occurrences of a rule in a transactional database while the confidence is a measure of the 

strength of the relation between sets of items. An association is an implication of the form X ^ Y

where X ^ I ,  Y ^ I , and Xr\Y=0. Where I={ij,i2,h ........ im} be set of literals, called items. X  is

called body or antecedent (tail) o f the rule and /  is called head or consequent of the rule. An 

example of such a rule is that 60% of customers buy bread also buys butter. The confidence of 

the rule will be 100%, which means that 60% of records that contain bread also contain butter. 

The confidence of the rule is the number of records that contain both left hand side (X) and right 

hand side (Y)  ̂ divided by number of records that contain left hand side (X)  ̂which is calculated 

with the following formula
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Confidence (X'^Y) = ^ ^

The support of the rule is the percentage of transaction that contain both left hand side (X) 

and right hand side (Y), which is calculated with the following formula

\ X U Y \  (1.2)
Support (X^Y) — — j----- j— , where is the number o f transaction in £).

Numerous techniques are used in the literature to hide sensitive association rules by 

performing some modification in the original dataset. The modification causes the problem of 

lost rules and ghost rules side effects. In current research work, we are trying to improve the 

existing PPDM in the domain of lost rules and ghost rules side effects by using genetic 

algorithm. Here binary dataset is passed as initial population to privacy preserving genetic 

algorithm PPGA. Similarly, the PPGA modifies the database recursively until the support or 

confidence of the restrictive patterns drop below the user specified threshold. In this work 

distortion is used as a modification technique, i.e. replacing IDs to ODs and vice versa. The 

proposed technique hide sensitive pattern successftilly by reducing the lost rules and ghost rules 

side effects to zero in best case. Moreover, the technique can be applied for small as well as for 

large dataset such as medical, military and business dataset.

1.2 Problem Statement
Numerous techniques are used in the literature to hide SAR by reducing the support or 

confidence. Normally, this is done by modifying some transaction or item in the dataset. This 

process causes the problem of hiding failure, lost rules and ghost rules as shown in Figure 1.2.

Problem 1 occurs when some sensitive patterns remains after the hiding process, we call 

this Hiding Failure, is the percentage of sensitive patterns that is discovered from sanitize 

dataset. It can be measured by formula as shown in equation 1.3.

HF  = ( ,3 )
nSp{D)  ̂ ^

Where # Sp (D), denotes the number of sensitive pattern discovered from database D. D ' 

denotes sanitize dataset while D  is the original dataset.
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Customer_ID Egg Bread Butter Cake Tea

100 0 1 0
101 1 1
102 0 0 1
103 0 1 0 0 1
104 1 0 0

Support (X^Y )=  X  U Y/N 
M ST=50%

Frequent 2-itemsets 
{Egg Butter, Bread Butter, Bread Tea} 

Confidence (X ^  Y)= X  U Y/X 
MCT=65%

Original Database
Rules

Support
%

Confidence
%

Butter ^  Eqq 60 75
Eqq Butter 60 100

Bread Butter 60 75(SAR)
Butler Bread 60 75 (SAR)
Bread Tea 60 75
Tea Bread 60 100

Frequent 2-rtemsets
Rules Before Hiding Process

fEqq Butter, Bread Butter, Eqq Cake>
Rules Support % Confidence %

Butter -> Eqq 80 80
Eqq Butter 80 100

Bread Butter 60 lOO(HF)
Butter -> Bread 60 60 (Hide)
Bread Tea 40 67(Lost)
Tea Bread 40 lOO(Lost)
Eqq-^Cake 60 75(Ghost) .
Cake^Eqq 60 lOO(Ghost)

Rules After Hiding Process

Customer ID Data

100 10110

101 11111

102 01101

103 10110

104 11100
Modified Database

Figure 1.2: Problems causes by PPDM

Problem 2 occurs when some non-sensitive patterns falsely hidden during the hiding 

process, we call this Lost Rules, is the percentage of non-sensitive patterns that is not discover 

from sanitize dataset D ' and can be measured by formula as shown in equation 1.4.

LRs =
S p {D )-n - Sp{D') 

Sp{D)
(1.4)

Where # ~ (D), denotes the number of non-sensitive association rules or pattern 

discovered from database D. Moreover, the lost rules and hiding failure is directly proportional. 

Similarly, the more sensitive pattern we hide, the more non-sensitive pattern we loss.

Problem 3 occurs when some unwanted patterns discover during hiding process, we call 

this Ghost Rules, is the percentage of artificial pattern that is discovered from sanitize dataset Z)' 

but not discover from original dataset D. It is measured by formula as shown in equation 1.5.

GRs =
P \ - \ P n F \

\P'\
(1.5)

Where j P j, denotes the number sensitive patterns discovered from D and [ ?  j, denotes 

the number o f artificial patterns discovered from D \
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1.3 Motivation
Organizations such as customer relationship management (CRM), telecommunication industry, 

financial sector investment trends, web technologies, demand and supply analysis, direct 

marketing, health industry, e-commerce, stocks & real estates, understanding consumer research 

marketing, e-commerce and product analysis generate huge amount o f data. This huge amount of 

data contains useful information that organizations do not want to disclose to public. Through 

data mining, we are able to extract useful information. Agarwal et al. [28], mine associations 

rules between sets of items in large databases. Moreover, privacy preserving data mining PPDM 

techniques are used to preserve such confidential information or restrictive patterns from 

unauthorized access [1,2,3,7,11,12]. However, hiding confidential information causes side 

effects. The side effects may be in the form of lost rules, some non restrictive patterns lost and 

ghost rule, some new rules are falsely generated, not support by the original database as shown in 

Figure 1.3.

Original
Dataset

Sanitize
Dataset

'

k-Fre
item

quent
sets

A R s

k-Fre
item

'

quent
sets

A R s

W ARS StARs W ARS StARs

N SAR s S A R s N SAR s Hiding
Failure

Ghost
Rules

Lost
Ruies

Figure 1.3: Association ruies hierarchy before and after sanitization
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PPDM is an extremely complex domain and need to standardize [54]. Such 

standardization in PPDM refers as NP-hard problem [6]. However, to provide an optimal 

solution to such a hard problem is an important motivation. In current research work, we are 

trying to improve the existing PPDM in the domain of lost rules and ghost rules side effects.

1.4 Research Objective
A lot o f research has done in the area of PPDM (Privacy Preserving in Data Mining).The 

primary objective of PPDM to preserve confidential data from serious adverse affect (do not 

disclose to public) [II]. Association analysis is a powerful and popular tool for discovering 

relationship hidden in large dataset [25]. Moreover, the relationship can be represented in form 

of frequent itemsets or association rules. Furthermore, a rule is marked as sensitive if its 

discloser risk is above some given threshold.

The objectives of this research are:

>  To achieve hiding failure should be null.

>  To minimize the number o f transaction modified.

>  To minimize side effect in term of lost rules.

> To reduce the ghost rule side effect to zero.

1.5 Thesis Outline
The remaining thesis is organized as outlined below. Figure 1.4 describes the visual 

representation of thesis outline.

> C hapter 1 describes the overview of Data Mining (DM), Association Rules (AR), 

Privacy Preserving Data Mining (PPDM) in association rules, the objective o f PPDM, 

problems with PPDM, motivation and the objectives of the thesis.

>  C hapter 2 presents the literature review related to PPDM in association rules. In this 

chapter we discussed numerous PPDM techniques. Moreover, we found limitation in 

literature. Furthermore, we presented the research contribution of their work. At the end 

this chapter, we presented analysis of literature in term of table.

>  C hapter 3 defines the proposed mode! base on the identified limitation in the literature. 

In this chapter, we presented flow of proposed architecture. Moreover, we discussed the 

different component of the proposed framework. We also discussed the Genetic 

Algorithm (GA) and the different operators of GA. Furthermore, we presented algorithm
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for the proposed model that how we program the proposed model. At the end of this 

chapter, we presented analysis of in term o f table.

Figure 1.4: Visual Representation of Thesis Outline

>  C hapter 4 presents a detail overview of the results obtained after implementation of the 

proposed architecture. In this chapter, we presented the implementation of privacy 

preserving genetic algorithm PPGA in NetBean IDE 6.9.1 as development too! and jdk 

6.0 as programming language. Additionally, we discussed the results obtained from Zoo 

dataset [75], Synthetic dataset [76] and Extended Bakery dataset [77]. Finally, the claim 

is validated by comparing the proposed model with other techniques in the literature.

>  C hapter 5 provides conclusion o f the current research work. This chapter also presents 

the future work direction to carry out further work in such an important research area.

Privacy Preserving in Association Rules Using Genetic Algorithm Page 7
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Chapter 2

LITERATURE REVIEW

Sharing data is often beneficial but sometimes disclose confidential information. Privacy 

preserving data mining (PPDM) teciiniques are used to preserve confidential information from 

unauthorized access. In this chapter, we focus on issues regarding privacy preserving in 

association rules (PPARs). In this context, we review the literature in order to analyze and find 

limitation in existing literature. In this direction, we classify privacy preserving data mining 

techniques into three major classes: border-based approach, exact approach and heuristic 

approach as illustrated in Figure 2.1.

2.1 Border-Based Approach
This class o f approach preserve the privacy of confidential knowledge^ by modifying only a 

selected portion o f itemsets which belong to the border in the lattice of the frequent (i.e. 

statistically significant) and the infrequent (i.e. statistically insignificant) patterns of the original 

dataset. Particularly, the revised borders (which hold the privacy of confidential data) enforced to 

preserve restrictive patterns in modified database. An analysis concerning the use o f this 

approach in association rule mining can be found in the work o f Sun et al. [53], Sun et al. [55] 

and Mannila et al. [56].

Suppose F  is the set of all frequent itemset in D. We define the negative border o f F, denoted as 

B'(F), to be the set of all infrequent itemsets from D  in which all proper subsets appear in F.

B-{F) = { X < ^ I \ X ^ F / \ y Y ( ^ X \ Y & F }
ex:acd: infrequent ac, cd, ad: frequent

acde B-{F)

Symmetrically, we define the positive border o f F, denoted as B^(F), to be the set of all 

maximally frequent itemsets appearing in F,

B \ F ) = { X < ^ I \ X s F a ^ Y ^ X : Y ^ F )
ex: ac: frequent ac#: infrequent (#: any item)

acG B \ F )
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Example [56]. Consider the discovery of frequent sets with attributes R = (A,....... ,F}.

Assume the collection F  o f frequent sets is

F -  {{A}, {Bh  {C}, {F}, {A, B}, {A, C], {A, F},  (C, F}, {A, C, F}}

The positive border of this collection contains the maximal frequent, i.e., 

Bi t i¥ )={{A,B} , {A,C,F}}

The negative border, in turn, contains sets that are not frequent, but whose all subsets are 

frequent, i.e., minimal non-frequent sets. The negative border is thus 

B tf(F )-{{£)},{£}, {B,Ch {B.F}}

2.2 Exact Approach
This class o f approaches involves non-heuristic algorithms. These algorithms consider the 

privacy o f restrictive patterns as a constraints satisfaction problem (an optimization problem). 

Moreover, these approaches are targeted towards integer or linear programming to solve the 

optimization problem. Typically, the methodologies use in these approaches can guarantee that 

an optimal hiding solution exists, if there is optimality in the computed hiding solution or that an 

optimal hiding solution does not exist, if there is very good approximate solution. More 

generally, these approaches are usually slower than the heuristic ones. Similarly, the runtime that 

is required for the solution of the optimization problem will limit the scope of these approaches. 

An analysis concerning the use o f this approach in association rule mining can be found in the 

work of Verykios et al. [50] and Menon et al. [57].

2.3 Heuristic Approach
These approaches are targeted toward efficient algorithms which preserve the privacy of 

confidential knowledge by heuristically select a portion of the transactions to modify. Due to 

their efficiency and scalability, the majority o f researchers investigated these methodologies in 

the domain o f privacy preserving data mining PPDM, in order to preserve the privacy of 

confidential knowledge. However, in knowledge hiding process the approaches of this class take 

locally best decision which may not always be globally best. Hence, in most of the time these 

approaches suffer from undesirable side-effects to find optimal hiding solution. An analysis 

concerning the use of these approaches in association rule mining can be found in the work of 

Atallah et al. [6], Chih et al. [26], Modi et al. [34] and Naeem et al. [31]. Heuristic approaches 

can be further classified into three broad categories namely, data partitioning [19, 21], data 

modification [12, 34] and data restriction [23].
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2.3.1 Data Partitioning Techniques
Data partitioning techniques have been applied to some scenarios in which the databases 

available for mining are distributed across a number o f sites, with each site willing to share only 

data mining results, not the source data. In these cases, the data are distributed either horizontally 

or vertically. Horizontal partition discussed by Kantarcioglu et al. [19] and vertical partition 

discussed by Vaidya et al. [21]. In horizontal partition the transactions are distributed in multiple 

partitions (different data base records placed on different places or sites) while in vertical 

partition the attributes are split across multiple partitions (different attributes or columns placed 

on different places or sites). Data partitioning techniques can be classified into two sub category; 

Cryptography-Based Techniques and Generative-Based Techniques.

2.3.1.1 Cryptography-Based Techniques

Cryptography-Based techniques are used to solve the secure multiparty computation (SMC) 

problem, presented by Du et al. [43], Goldreish et al. [44], and Pinkas et al. [45]. Similarly, 

secure multiparty computation (SMC) exist; when two or more party want to communicate but 

neither party want to disclose confidential data to third one.

2.3.1.2 Generative-Based Techniques

The idea behind this approach was first introduced by Veloso et al. [58].In this approach, each 

party shares just a small portion of its local model that is used to construct the global model. The 

existing solutions are built over horizontally partitioned data. Meregu et al. [59] discussed 

privacy preserving distributed clustering using generative model.

2.3.2 Data Modification Techniques
In this approach, some of the values in original database are modified, in doing so, privacy 

preservation is ensured. . In these techniques, the dataset chosen is binary transactional dataset 

and the entry value is flipped only. The data is altering by replacing I ’s to O’s and vice versa 

until the support or confidence o f association rules is drop below certain threshold. The 

technique is further divided into noise addition techniques and space transformation techniques.

2.3.2.1 Noise Addition Techniques

In this approach, some noise (e.g., information not present in a particular record or transaction) is 

added to the original data to prevent the discovery o f confidential data or to preserve the privacy 

of confidential information. In other cases, noise is added to confidential attributes by randomly 

shuffling the attribute values to prevent the discovery of restrictive patterns that are not supposed
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to be discovered. The technique is further divided in to four sub categories: perturbation, 

aggregation or merging, sampling and swapping.

• Perturbation [1]: Modify the original value of attributes, by changing 1 to 0 or by 

adding noise.

• Aggregation o r M erging [51]: The combination of several values into a broad category.

• Sampling [5]: Modify data for only sample o f a population.

• Swapping [52]: Interchange values o f individual records (transaction).

2.3.2.2 Space Transform ation Techniques

This technique is targeted toward privacy preserving clustering. Moreover, these techniques must 

not only meet privacy requirements but also guarantee valid clustering results. A new technique, 

hybrid geometric data transformation method was introduced by Agrawal et al. [4]. Similarly, 

this technique not only meets privacy requirements but also guarantee valid cluster result. In the 

same direction, Oliveira et al. [62] introduces a new hybrid geometric data transformation 

method for privacy-preserving clustering, called Rotation-Based Transformation (RBT). Oliveira 

et al. [63], two new space transformation techniques were described, called object similarity 

based-representation and dimensionality reduction-based transformation.

• Object Similarity Based-Representation: The idea behind this approach is the 

similarity between objects. In this technique, if the data owners want to share data, first 

they compute dissimilarity matrix (matrix of distances) between object and then share 

such a matrix with third party. Many clustering* algorithms in the literature operate on a 

dissimilarity matrix [64]. For instance, matrix o f distances (similarity between objects) 

discloses the confidential knowledge if one party know all the coordinate of a few points. 

Moreover, we refer this approach for privacy preserving clustering over centralized data.

• Dimensionality Reduction-Based Transform ation: This technique is applicable when 

the attributes of object reside either in a central location or split across multiple site. 

Similarly, we refer this approach as privacy preserving clustering over partition data.

2.3.3 Data Restriction Techniques

The prime objective of data restriction technique is to limit access to mining results. Particularly, 

the techniques can be classified as generalization, suppression of information or by blocking the 

access to some pattern that are not hypothetical (imaginary) to be discovered. In the same 

direction, the work done by Saygin et al. [23, 48] prevents the discovery of sensitive association
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rules by modifying the values from known towards unknown. Moreover, this technique decrease 

the confidence of the rule blow the minimum confidence threshold by placing question mark “?” 

in place o f original value. Furthermore, the technique produces uncertainty o f the support and 

confidence of the rule without distorting the database. This technique is further divided in to two 

sub category: Blocking-based techniques and Sanitization-based techniques.

2.3.3.1 Blocking-Based Techniques

This technique modifies the original value of attributes by an unknown or question mark 

Moreover, the technique is useful to hide confidential information if data are share for mining. 

Furthermore, the technique is applicable to preserve privacy in association rule and classification 

rule. It means that the private information remains private after hiding process''. The technique 

was first introduced by Johnsten et at. [65, 66] to preserve privacy in classification. Later on, this 

technique was extended by Johnsten et al. [67] to preserve privacy in association rules. In this 

work a new methodology was introduced to hide confidential information in relational database 

and to control the unauthorized access to private data. In the same direction, the work done by 

Saygin et al. [23,48], introduced a set o f algorithms which hide the sensitive information by 

replacing certain attributes of data items with question mark “?” or unknown, instead of deleting 

the items.

2.33.2 Sanitization-Based Techniques

These techniques are applicable to hide sensitive information or to preserve privacy in 

classification by purposefully suppression some items in transactional or relational databases, or 

even by generalizing information. It is further divided into data-sharing techniques and pattern- 

sharing techniques.

• Data-Sharing Techniques: The idea behind this approach was first introduced by 

Atallah et al. [6]. Such techniques hide the restrictive patterns that contain confidential 

information by performing some modification in the original data. In doing so, only a 

small number of transactions that contain restrictive patterns will be modified by 

removing some item or by adding noise. Moreover, the author proved that optimal 

sanitization is an NP-Hard problem. In the same direction, the work done by Dasseni et 

al. [14], introduced new algorithm which hide sensitive association rules by modify 

original data values and associations by changing some items from 0 to I in some 

transactions.
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• Pattern-Sharing Techniques: These techniques insure privacy preserving in association 

rules by removing the restrictive patterns before sharing the data. In addition, the 

technique acts on sensitive rule instead of the data itself. A cohesive structure was 

introduced by Oliveira et al. [68] in the domain of preserving the privacy of restrictive 

patterns.

2.4 Privacy Preserving of Association Rules
Association rule is one of the data mining techniques used to extract hidden knowledge from 

large dataset. Sometime this hidden knowledge leak-out confidential information. In this section 

we review literature on privacy preserving in association rules.

Clifton et al. [40] discussed the security and privacy implication of data mining in a broad 

scale in order to preserve the privacy of confidential information. They presented the idea of 

limiting access to the database, eliminate unnecessary grouping, augmenting data, audit and 

fuzzy data. In this research they did not propose any specific algorithm.

The problem of Privacy Preserving in Data Mining (PPDM) was first presented by 

Atallah et al.[6]. They proved that optimal sanitization is NP-Hard problem. Moreover, they 

proposed a heuristic to exclude sensitive frequent itemsets, by deleting item from the transaction 

in the database.

Verykios et al. [22] discussed the issues regarding privacy preserving association rules. In 

this research, the author introduced five techniques namely algorithm l.a, l.b, 2.a, 2.b, 2.c. These 

algorithms base on support and confidence framework. Generally, algorithm 1 .a hide association 

rules by increasing the support o f the rule antecedent until the rule confidence below the 

minimum confidence threshold. Algorithm l.b preserve privacy of association rules by 

decreasing the support of the rule consequent until either the support or confidence drop below 

the user specified threshold. Similarly, algorithm 2.a preserves the privacy of confidential 

information by decreasing the support o f rule until their support drop below the minimum 

support threshold. The lost two algorithms hide restrictive patterns by decreasing the support of 

their generating itemset until their support is drop below the minimum support threshold. More 

generally, we can say that algorithm l.a, l.b and 2.a are rule oriented while algorithm 2.b and 2.c 

are itemset oriented. All of these algorithms use distortion (by replacing I ’s by O’s and vice 

versa) as a modification technique. Moreover, the performance of these algorithms is measured 

on two aspect: efficiency; the time needed by each algorithm to hide a set of rules, and side
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effects in term o f lost rules; the number o f rules that falsely hidden during the hiding process, 

and ghost rules; the number of unwanted rules (not support by original database) generate during 

the hiding process. Concisely, the time required for these algorithms is leaner or directly 

proportional to the volume of dataset and the cardinality of the hiding rules. The side effect of 

algorithm l.a  in term of lost rules and ghost rules decreases if the cardinality of the hiding rules 

decreases, otherwise, generate high ghost rules side effects. Similarly, algorithm l.b, 2.a and 2.b 

gives mandatory result for lost rules side effects. In addition, these algorithms minimize ghost 

rule side effects for large databases. The algorithm 2.c, generate high side effect in term of lost 

rules and generate zero side effect in term of ghost rules. More precisely, none of these 

algorithms is best for all measure.

In the context o f privacy preserving in association rules, Chih-Chia et al. [26] proposed a 

novel algorithm, FHSAR, for Fast Hiding Sensitive Association Rules. The technique hide 

sensitive association rule successfully by scanning the database only once. In doing so, the 

execution time minimize. The goal o f the technique is to released database D', such that none of 

the sensitive association rule is derived and also to minimize lost rule and ghost rule side effects. 

The proposed technique is a two step process. In step 1, the algorithm established a relationship 

between transaction and restrictive patterns as shown in Figure 2.2.

Original database Sensitive association rules
ID Transaction R.id X ^ Y X t/Y X

I 1,2,4,5,7
1 ' 1,2^5 1,2,5 1,2 i 

1
2 1,4,5,7 2 1 ,4^7 1,4,7 1,4

3 1,4,6,7,8 1 p 3 1 ,5^7 1,5',7' 1,5

4 1,2,5,9 4 6 ^ 8 6,8 6

67,8 I

Figure 2.2: The correlation between t l  and sensitive association rule SAR [26]

Each transaction is assigning a prior weight Wi by using formula as shown in equation

2.4.1.

Wi= , (2.4.1)

Where M lC i=  max(\Rk\).

The prior weighted transaction (PWT) can be achieved by organizing table in decreasing 

order by W. According to heuristic, the selected item is removed. In stage 2, transactions are
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modified one by one repeatedly until SAR {} = 0. The comparison result of FSHAR shows that it 

is more efficient than other in term of CPU time required. It generates less new rules than 

previous work done. The bottleneck of FSHAR is the number of lost rules and performance in 

term of W, which is computed again after each item modified and the transaction is inserted in to 

the PWT by decreasing the order o f W.

In the same direction, a new method was introduced by Remesh et al. [32] in the domain 

of PPDM. In this research, no modification or editing is performed in the original dataset to 

reduce the support and confidence o f association rule. According to this approach, a rule is 

considered to be sensitive, if there is a sensitive item in the left hand side of the rule. Moreover, 

the author investigates new terms or variables to preserve the privacy of association rules. These 

are: Mconfidence (modified confidence), Msuppon (modified support) and Hiding Counter. 

Furthermore, the support and confidence is modified by using the hiding counter. The 

conventional definition of support and confidence is defined as in equation 2.4.2 and 2.4.3

\ X U Y \
Confidence= — — (2.4.2)

\ X U Y \
Support= — (2-4.3)

The modified confidence and support is depicted in equation 2.4.4 and 2.4.5 [32].

\ X U Y  \
^confidenc(X-^Y) — —— - -  - (2.4.4)

I A  I +hiamgcounteroj r u l e y

I X I I Y  \
Msuppor,((X-^V = , , , ,  '--------- 4 — -̂---------  (2.4.5)t N  I +hidmg counter oJ rule x - ^  y

Initially, hiding counter is set to zero. After that, it is incremented by one until Mconfidence 

X ^ Y  drop below a Minimum Confidence Threshold MCT. As Mconfidence X -^Y  drops below 

MCT, the rule X—̂ Y is said to be concealed. Generally, this approach did not mention about the 

modified database D \  from which the sensitive association rules may not derived. Similarly, the 

absence of release database is a question mark on this approach. Moreover, the technique is also 

unable to describe that the non-sensitive pattern may not be lost and also new pattern not be 

generated during hiding process. These side effects limit the scope of this approach.

In the context of privacy preserving association rule, Wang et al. [27] introduced two 

techniques, increase support of the LHS (ISL) and decrease support o f RHS (DSR). In this
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research, a blocking technique (replace a value with unlqiown ?) is used to hide sensitive 

predictive association rules. A predictive association rule set is the smallest rule set that make the 

same prediction as the whole association rule set by confidence priority. Similarly, a sensitive 

predictive association rule is a rule in the predictive association rule set that contains sensitive 

items on the left hand side of the rule [27]. Generally, the proposed technique based on support 

and confidence framework. In this work, the author used support and confidence interval. So 

that, the minimum support threshold MST of an itemset falls between minsup and maxsup of an 

itemset, and minimum confidence threshold MCT of the rule can be any value between minconf 

and maxconf of the rule. Moreover, the support of an item decreased by modifying the selected 

item in any transaction from 1 to?. Similarly, the support of an item increased by modifying the 

selected item in any transaction from 0 to ?. Comparatively, the performance of the proposed 

algorithms is compared with Saygin et al. [23]. Typically, the proposed technique required less 

number of database scanning. Moreover, the approach shows high side effect in term of lost 

rules. Furthermore, the opponent can easily obtain the SAR by replacing ? to 1 or by replacing ? 

to 0 and mine the database. In addition, the technique also has not shown the experiment on large 

dataset. Consequently, these side effects limit the scope of the proposed technique.

Zhang et al. [38] introduced a new technique in the domain of privacy preserving 

association rule. In order to preserve privacy o f association rule, the proposed technique uses two 

processes, adding weak association transaction (WAT); a transaction that partially support 

association rule, and removing strong association transaction (SAT); a transaction that provide 

strong devotion to the mine rule. Moreover, the support of association rule is decreased by 

adding WAT to a transactional database or removing SAT from transactional database. In this 

work, the author investigated four modification strategies for modification of weak association 

transaction. These strategies are: null substitution, unknown substitution, data substitution and 

direct usage. Comparatively, the performance is not compared with other approaches in the 

literature. Moreover, the proposed technique fails to hide sensitive association rules successfully. 

Furthermore, the author has not specified the database on which experiment were performed. 

The experimental results show us, that the lost rules and ghost rules side effect is high.

The technique proposed by Duraiswamy et al. [24], investigated a solution to preserve 

confidential information from unauthorized access. According to this approach, a rule is called 

sensitive, if it has sensitive item in the Right HanB Side (RHS). This approach add together
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sensitive rule in to a cluster. Typically, a rule is said to be hidden if support o f the sensitive item 

reduces from MST (Minimum Support Threshold). Moreover, the technique uses distortion 

method to transform source database D into release database / ) ',  so that the sensitive rule that 

contain sensitive item in right hand side may not derived using any kind of mining algorithms. 

The efficiency of the algorithm is, the time taken to search sensitive rule in the database, is 

reduced because, the sensitive rules are clustered. Additionally, the technique fail to hide 

sensitive association rule that contain sensitive item in both side. Furthermore, the lost rules side 

effect is also high.

Krishna et al. [33] proposed a novel method to derive statistical and fuzzy association 

rules from quantitative data. In real world the data is always available in quantitative values. In 

order to generate Booleanized Association Rules (BARs), the quantitative data will be first 

converted in to booleanized data and then passed this booleanized data to Apriori algorithm to 

generate BARs using support and confidence framework. After that. Statistical Association 

Rules (SARs) and Fuzzy Association Rules (FARs) are generated from quantitative data using 

other relationship measure instead of.support and confidence. These measures are: Mean and 

Standard as represented in equations 2.4.6 and 2.4.7 [33].

X  = (2.4.6)

cr= U x i - f i f  (2-4.7)
n

Let /)  be a transactional database that contain set of attributes {A, B, C,....Pj and n 

transaction. Hence, the statistical association rules can be presented in the form o f association 

rules (ARs) as depicted in equation 2.4.8 [33].

A {X  la, aio), B (X  lb, aid) => C (X  \c, aic) (2.4.8)

Where X, a  denote the Mean and Standard Deviation and A,B,C denote attributes in 

database D respectively.

The fuzzy logic is used to mine Fuzzy Association Rules (FARs) from quantitative data. 

Therefore, the membership function is used to find the membership value that will be either 1 or 

0 for an element as shown in equation 2.4.9 [33].

m /.(x ):D -> [0 ,l] (2.4.9)
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Generally, the FARs is presented in pair form such as <attribute, linguistic term> which 

is easy to asses and understands by the user. However, the membership function can be built for 

any easy understanding with fuzzy set such as Low, Medium, High, and Very High. Hence, FAR 

is represented as below.

A(Low/0.8, Medium/0.2), B(Medium/0.7,High/0.3) C(High/0.1, Very High/0.9) [39] 

This rule can be interpreted in the form such as A(Low/0.8), B(Medium/0.7) —► C(Very 

High/0.9). Thus, the theoretical interpretation is based on higher values.

Consequently, the authors converted quantified data into Booleanized Association Rules 

BARs and generate association rules using the Apriori algorithm [33]. Furthermore, the 

quantified database is used for the generation Statistical Association Rules SARs and Fuzzy 

Association Rules FARs using the commodity dataset and the results are compared with the 

BARs. The main strength of the proposed approach is to describe the behavior of each attribute 

in form of association rules. Additionally, the clustering technique dependency is removed by 

using cross validation to cluster data in an optima! and automated way. Moreover, dissimilarity 

among values of clusters is calculated with the use of coefficient variation which is the ratio of 

c r t o I n  spite o f reasonable benefits, the measures used in proposed approach are highly 

influenced either from the very low or very high value of commodities. Similarly, the proposed 

method does not hide the sensitive data and display all the patterns either interesting or not. 

Finally, the results are not very easy to interpret especially by choosing either on high values or 

low values o f the measures in the rule.

Gupta et al. [25] discussed the problem of fuzzy association rule hiding derived from 

quantitative data. A lot o f research has been done to hide boolean association rules, which is 

concerned whether an item is present in a transaction or not (discovered from binary dataset). 

But in real world the data is always available in quantitative values, which is concerned the 

quantity of an item e.g. weight in pounds, typing speed (discovered from quantitative dataset). In 

this research, a new hiding technique introduced, called Decrease Rule Support (DRS), to hide 

fuzzy association rules derived from quantitative data. This technique based on support and 

confidence framework. Generally, the input of the algorithm is source database Z), Min-Support 

Threshold (MST) and Min-Confidence Threshold (MCT). The goal of the algorithm is to release 

a database D \  so that, the interesting fuzzy association rules cannot be derived. A rule is side to 

be hidden if its support drops below the minimum support threshold or its confidence decrease
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than minimum confidence threshold. Moreover, two strategies are used to decrease the 

confidence o f a rule A The first one is to increase the support count of left hand side or A 

and second strategy decreases the support count of right hand side or B. However, the technique 

used in this approach divides the transactions based quantitative dataset in to region as illustrated 

in Table 2.1.

_____ Table 2.1: Fuzzification of Transaction Data [25]
Transaction I B

Regions
T,
T2
T3
T4
Ts

A i_  A2
0 f 1 

00.6
0.8
0.6
0

i 0.2 \
0-4  ̂ _  

i0 .8  i 0.2

^A3
0

6 
0

c D

c , G2 D, Ds
0.4 \ 0.6 0 0.6 0 i 0
brs**"  0.2 ‘ 0 0 0.2 0.8
0.2 i 0.8 0 0 0.4 1 0.6
0.4 0.6 0 0 0.6 0.4
0.6 1 0.4 1 0 0 1 t 0

Count L 8 I_____________I 2.0 12.4 ' 0.2 \ 3.4 1 0.8 I 0.2 ( 2.4 j 2.6 i 0 i 0.6 i 2.2

Typically, a membership function is used to transform quantitative values in to fuzzy 

values (between 0 and 1). After that, Apriori process is applied [33] to generate fiizzy association 

rules based on fuzzy count as described in Table 2.2 and Figure 2.3. Later on, PPDM technique 

is applied to hide useful fuzzy association rules. Comparatively, the performance of this 

approach is better in term of hiding failure and transaction modification. The technique generates 

less number of lost rule; non-restrictive pattern loss during hiding process, and ghost rule; new 

pattern generate during the hiding process. Moreover, the technique is used to hide single item 

rules i.e. A ^ B .  Typically, these side effects limit the scope of the proposed technique and cannot 

be generalized.

Table 2.2: Set of Quantitative Data [2Sj

Membership Value1 I ^  f B c \ D 11
T, 10 5 8 3

T? ~ 3 '  I 11 6 14
1

Ts 6 3 9 13
I
1 5 8 i 12r 1
j T , i ^ 4 7 1 10 1

Privacy Preserving in Association Rules Using Genetic Algorithm Page 20



More recently, a new approach was presented by Dehkordi et al. [30], in the domain of 

Privacy Preserving in Data Mining (PPDM). In this research work, a novel method for hiding 

Sensitive Association Rules (SARs) using genetic algorithm was introduced. The technique used 

in this approach base on support and confidence framework. Generally, the work done in this 

research divide the database into two parts such as safe transactions; do not contain sensitive 

items and no need sanitization, and critical transactions; contain sensitive items and need 

sanitization. Moreover, the technique uses four fitness strategies to preserve privacy in 

association rules. These fitness strategies are: Confidence based fimess strategy, Support based 

fitness strategy. Hybrid fitness strategy and Min-Max fitness strategy for the specification of 

fitness function. All these fitness strategies based on weighted sum function. The solution 

presented in this approach, uses distortion (replacing Is by Os and vice versa) method to 

transform original database D in to release database D ' with minimal side effect, such that the 

SARs may not derived from the sanitized dataset (a dataset which is released after modification) 

using any mining algorithms. In doing so, some non-restrictive patterns may be lost, called lost 

rules, and also some new patters are generated, called ghost rules. Typically, the technique hides 

sensitive association rules successfrilly. Particularly, they did not perform experiment on any 

dataset. Moreover, the side effect in term of lost rules and ghost has not defined clearly. 

Furthermore, the technique was not compared to the previous techniques exist in the literature. 

Consequently, all these limitation limit the scope of this research work.

The method proposed by Modi et al. [34], addressed privacy preservation in association. 

In this approach, a new heuristic, called Decrease Support of Right Hand Side Item of Rule 

Clusters (DSRRC) were introduced in the domain of PPDM. This approach hide sensitive 

association rule having single item in right hand of the rule. Moreover, a rule is called sensitive, 

if it leaks out confidential information or information that individual or organization want to 

keep private not disclose to public. This approach uses distortion; replacing Is by Os and vice 

versa, as a modification technique. The idea behind this approach is that, the technique first 

select restrictive pattern and then these patterns are clustered base on common item in the Right 

Hand Side (R.H.S) of the rules. After this, find the sensitivity of each item and the sensitivity of 

each rule in the rule clustered. The rule clusters are then sorted in decreasing order base on their 

sensitivity. Later on, the heuristic used in this approach, calculate the sensitivity of each 

transaction for each rule cluster. The transactions are then sorted in descending order base on
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their sensitivity. In order to preserve the privacy o f association rules, the hiding process will start 

from the highest sensitive transaction and continues until all the sensitive rules in all clusters are 

not hidden. Consequently, the author compare his result with algorithm l.b and claim that this 

technique is better than algorithm l.b, in term of hiding failure; the technique fail to hide the 

entire association rules, misses cost; non-restrictive pattern falsely hide during hiding process, 

artifactual pattern; new pattern generate during hiding process may not support by the original 

database, and data quality o f sanitized database. Particularly, the technique fail to hide sensitive 

association rule that contain more than one item in the Right Hand Side (R.H.S) of rule. 

Moreover, the proposed technique generates lost rule and ghost rule side effects.

A unified framework in the domain o f preserving the privacy of restrictive patterns was 

introduced by Chen et al. [35]. In this approach a novel algorithm, Advanced Decrease Support 

o f Sensitive Items (ADSSI) was investigated, to preserve the confidential information from any 

kind of thread. Moreover, the goal of this technique is to transform the original dataset D into 

sanitized dataset D \  in such way that none o f the sensitive association rule is derived. Typically, 

the technique used in this research complete in three stages. In stage 1, scan database and record 

useful information in term of Support Count Table (SC Table), item table ( U l l  table) and 

Weight Table (WT). Similarly, in stage 2, weight Wi for each transaction 7} is computed by 

formula as shown in equation 2.4.10.

W.=Yjsf^ Is,mSCL{iJsf})-Min_SuppoftN)l{\T.MsA - 1)  (2.4 .10)

Later on, the transactions in WT are sorted in decreasing order by FTj. Furthermore, the 

database D  is modified; using Decrease Support o f Sensitive Items (DSSI) algorithm introduced 

by Chang et al. [36], in order to completely hide sensitive association rules. In stage 3, the 

proposed technique is used to modify the released database, insert sensitive item is to transaction 

that do not contain ig, in order to minimize the lost rule side effects. Moreover, the technique is 

silent that how we can minimize ghost rules.

Oliveira et al. [37] proposed a model in the domain of preserving the privacy of frequent 

itemset. In this research, taxonomy of algorithm: naive algorithm, Minimum Frequent Item 

Algorithm (MinFIA), Maximum Frequent Item Algorithm (MaxFIA) and Item Grouping 

Algorithm (IGA) were introduced. Moreover, all these algorithms use inverted file and 

transactional retrieval engine. Generally, an inverted file consists of vocabulary and occurrences. 

In this research, the inverted file vocabulary consist the number of items present in transactional
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database, their corresponding frequency and for each item there is a correspondence transaction 

IDs. Furthermore, the transactions IDs correspond to each item are sorted in ascending order as 

described in Table 2.3.

Tr-Id Items/Terms Items Freq
T1 ABCD ! lA. .5 ^  \ T1,T2, T3,T4, T5
T2 ABC B 5 I J l ,  T2, T3,T4,T5, T6i

= T3 ABD i 1C. _ 4 ...... i T1,T2, T4, T5
T4 ACD D 4 rT l7T 3 ,T 4 ,T 6"

>̂ T5
T6

ABC '  
BD

1 Vocabulary Transaction IDs

In addition, binary search is used to search for the transaction IDs of a particular item. 

The ftinction of transactional retrieval engine is to accept query from algorithm, processes the 

query using a query language and return the result to algorithm. Furthermore, the inverted file 

and transactional retrieval engine speed up the searching process. These algorithms fall in two 

categories, item restriction based; hide sensitive rule by decreasing the support of the frequent 

itemset, and pattern restriction based; hide sensitive rule by decreasing the confidence of the 

sensitive pattern. The Naive algorithm is pattern restriction based and MinFIA, MaxFIA and 

IGA are item restriction based. Unlike distortion these algorithms selectively remove individual 

items from sensitive transaction. In addition, these algorithms use discloser threshold y/, 

controlled by the user. Consequently, when \i/=0, then the hiding failure will be zero and misses 

cost will be high in all cases. Similarly, when \[(=100, then the hiding failure will be high and 

misses cost will be zero. Moreover, the side effect in term of ghost rules is not mentioned.

Yuhong et al. [49] proposed a reconstruction base technique in the domain of privacy 

preserving association rule. In this research, a new method, called FP-tree, was introduced for 

inverse frequent set mining. They used two thresholds MST and MCT, to generate rules R. In R, 

sensitive rules Rh exist such that Rh ^ R .  Hence, Rh represent sensitive association rule that leak 

out confidential data and need to be secured. Therefore, transformed original database D into 

release database D \  such that none of the Rh is derived from released database. In doing so, the 

proposed framework considers the frequent itemset, generated from the original database with 

minimum support threshold and minimum confidence threshold. Moreover, sanitization 

algorithm is used to extract non-sensitive rules and convert back into the FP-tree. In doing so, 

modified database is obtained which contains infrequent items. The main advantage of the
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model, preserve the confidentiality of restrictive patterns inversely without reducing the 

minimum support and minimum confidence thresholds. In addition, if multiple transaction have 

the same itemset then it is very complex to generate the sanitize database. The technique fails to 

hide all the sensitive association rules and also fail to control the ghost rules and lost rule side 

effects.

In the same direction, Wang et al. [13] introduced Pattern Inverse tree (PI tree). This 

technique is used to hide informative association rules. It can be define as the smallest 

association rules set that performs the same guess as the entire association rule set by confidence 

priority. Moreover, each node of Pl-tree store three type of information: name of the item, the 

occurrences of items on the path from the current node to root and transaction ID that contain all 

items from current node to root. Additionally, the construction of PI tree complete in two steps. 

In step 1, a PI tree and frequency list is built. While in step 2, the rules x - ^  having sensitive 

item in the left hand side x is sanitized. The approach is used to transform D  in to D \  so that, no 

informative association rules containing x  on the left hand side is discovered. As a result, the 

technique fails to hide a rule having sensitive item on right hand side. The results shows us, that 

the technique loss non sensitive pattern falsely and also generate new pattern which may not 

support by the original database. These side effects limit the scope of the proposed technique.

Besides the support and confidence of association rules, Malik et al. have proposed other 

measures in the domain of PPDM [41]. In this approach they define five measures namely 

Correlation, Coefficient, Laplace, Kappa and J-Measure. They presented that these measures are 

better in result as compare to conventional support and confidence frame work. The technique 

use in this approach is completed in four steps. In step 1, signal and text features from images 

were extracted. In step 2, their frequencies were calculated. In step 3, popular dimensionality 

reduction techniques were applied to prune non-interesting features. In last step, association rules 

are generated.

More recently, Naeem et al. [31] proposed a novel architecture in the domain of PPDM. 

In this approach the author used five measures namely Confidence, All-Confidence, Conviction, 

Leverage and Lift in order to mine association rules. In addition, the author proposed weighting 

mechanism, in order to assign a weight to each transaction. Moreover, the weight shows the 

dependency of transaction on sensitive association rules. The weighting mechanisms used in this
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approach are: Sum, Mean, Median and Mode. The database is sorted by using any of these 

weighting mechanisms.

|,|/|
q =  X! ^  (2.4.11)

X = l,>' = l.Z = l

Equation 2.4.11 [31] represents the total count o f single item in Sensitive Association 

Rule SAR while this single item must be a sub-set o f a Transaction, x, y  and z are counters, 

whose values are set by number o f transaction, number of SAR, number of Items, n is the 

maximum number of transaction in dataset up to which x  will be counted on. The upper limits of 

y  and z are determined by total number of SAR and total number o f items in a SAR. Once the set 

of count is determined, than the weight is calculated using weighted sum function. Moreover, the 

approach can be used for single value association rules as well as for multi values association 

rules. Furthermore, leverage is outperforming in all cases. Consequently, the technique is only 

applicable on dataset whose attributes not more than 26. The author claim that the technique do 

not create ghost rules side effects. The side effects in term of lost rules are still available.

2.5 Compare and Contrast
The main focus o f rule hiding is association rules and frequent patterns. Aggarwal et al. [60] 

proposed that preserving the privacy of restrictive patterns refers to the process of modifying the 

original database in such a way that some restrictive patterns hide without seriously affecting the 

data and the non-restrictive patterns. The main goal here is to hide as many sensitive rules as 

possible, while keeping preserved as many non-sensitive rules as possible. Generally, the process 

of modification or sanitization can be divided in to data blocking and data distortion techniques. 

The major concept of data distortion techniques, are the replacement of selected values with 

“false” values (i.e., replacing I ’s by O’s and vice versa). Moreover, this technique is applicable, 

in order to reduce the support and confidence of the sensitive association rules from user 

specified threshold. An analysis concerning the use of this technique can be found in the work of 

Verykios et al. [22], Duraiswamy et al. [24] and Dehkordi et al. [30]. All of these approach 

adding false values to real transaction which causes so many side effect problems. Similarly, the 

major concept of blocking technique, are the replacement o f an existing attribute value with 

“unknown” or “?”. In blocking technique the algorithms do not add false value to the database. 

In addition, to restore a value by an unknown value instead o f placing a false value is a little bit

Privacy Preserving in Association Rules Using Genetic Algorithm Page 25



more advantageous for specific application such as medical application. An analysis conceming 

the use of this technique can be found in the work of Dasseni et al. [14], Weng et al. [27] and 

Saygin et al. [23, 48]. The solution presented in these approaches, uses blocking method to 

transform original database D  in to release database D ' by increasing support of the rule 

antecedent by changing Os to ? or by decreasing support of rule consequent by changing Is to ?. 

Hence, comparing to other techniques in the literakre, these approaches do not distort the 

database but only change some known values to unknown. The main limitation of these 

approaches is the privacy violation of the modified database. For example, the opponent can 

easily leak out the information by replacing question mark by Is or Os.

Clifton et al. [40] discussed the security issues and implication of data mining. He did not 

propose any specific algorithm. Moreover, he investigated the idea of limiting access to the 

database; supplementing data, remove needless combination, audit and fiizzy data. Later on, 

Atallah et al. [6] proved that optimal sanitization is an NP-hard problem and need to 

standardization. In this research, they proposed a first heuristic based on support reduction, to 

exclude sensitive frequent itemsets. In the same direction, Verykios et al. [22] introduced five 

algorithms. Generally, these algorithms run on the strategy which is based on reducing the 

support and confidence of rules. Moreover, the proposed techniques used distortion as a 

modification technique. The distortion method simply changes the bit values o f data items in 

transactions. Precisely, none of these techniques is best to overcome all the side effects caused 

by preserving the privacy of association rules. Similarly, the time taken by each algorithm to 

hide a set o f rules is also high. Later on, Chih-Chia et al. [26] proposed a novel algorithm, 

FHSAR, for Fast Hiding Sensitive Association Rules. Typically, the technique hide sensitive 

association rule successfiilly by scanning the database only once. In doing so, the time is needed 

to hide a set of rules is minimized. Generally, the proposed technique assign a weight W  to each 

transaction used a weighting mechanism. Comparatively, the comparison result of FSHAR shows 

that it is more efficient than other in term of CPU fime required. Moreover, it generates less new 

rules than previous works. The bottleneck of FSHAR is the number of lost rules and performance 

in term of W, which is computed again after each item modified. In the same direction, Dehkordi 

et al. [30] used genetic’ algorithm in the domain o f privacy preserving in association rules. 

Moreover, the technique uses four fitness strategies to preserve the confidential information from 

unauthorized access. The solution presented in this approach, uses distortion (replacing Is by Os
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and vice versa) method to transform original database D in to release database D \  Particularly, 

the author has not defined any dataset for experimentation. Moreover, the side effect in term of 

lost rules and ghost not define clearly. Furthermore, the technique was not compare to the 

previous techniques exist in the literature. More recently, Naeem et al. [31] used five measures 

namely Confidence, Ali-Confidence, Conviction, Leverage and Lift in order to mine association 

rules from large databases. In addition, the author proposed weighting mechanism, in order to 

assign a weight to each transaction. Moreover, the approach can be used for single value 

association rules as well as for multi values association rules. Consequently, the technique is 

only applicable on dataset whose attributes not more than 26. The technique generates zero ghost 

rules side effects. Furthermore, the technique generate high side effect in term of lost rule.

Additionally, table 2.4 present the overall summary of the critically reviewed literature.
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Author Technique / Algo Dataset Hidden
Rules

Lost Rules Ghost
Rules

Hidden
Failure

Transaction
Modified

Clifton et al. [40] 
1996

- Did not propose any 
specific algorithm

X X X X X X

Attallah et al. [6] 
1999

-Heuristic approach X X X X X X

Desseni et al. [14] 
June 2000

-Algorithm l.a 
-Algorithm I.b 
-Algorithm 2.a

IBM synthetic data 
generator

2 hidden 
rules

X X X X

Saygin et al .[48] 
2002

- Reduce support and 
confidence by Safety 
Margin (SM)

Anonymous web 
usage data of 
Microsoft website

X V X V

Oliveiraet aL [37] 
2002

-Naive algorithm 
-MinFIA 
-MaxFIA 
-IGA

IBM Synthetic data 
generator

X V 0 V X

Verykios et al. 
[22] Apr. 2004

■Algorithm l.a 
-Algorithm I.b 
-Algorithm 2.a 
-Algorhhm 2.b 
-Algorithm 2.c

IBM synthetic data 
generator

X V V X V

Yuhong et al. [49] 
June 2007

FP-tree base method for 
inverse frequent set 
mining

1.BMS-POS
2.BMS-WebView-l
3. BMS-WebView-2

X V V V

Wang et al. 
[61]Aug. 2007

ISL
DSR

IBM Synthetic data 
generator

X 0% ISL 
11% DSR

33% ISL 
5% DSR

12% ISL 
2% DSR

59% for litem, 
128% for 2 item 
ISL
14% for 1 item, 
25% for 2 tiem 
DSR

Krishna et al. [33] 
July 2008

- Appriory algorithm was 
used to Generate BARs 
-Clustering technique to 
infer these rule
- Generate SARs used A" 
and SD or a 
-Generate FARs used 
fiizzv logic *

Commodity Export 
data available at 
Reserve Bank of 
India (RBI)

X X X X X

Duraiswamy et al. 
[241 Aug. 2008

SRH Example dataset X X V X

Chih-Chia et al. 
[26] Nov. 2008

FHSAR IBM data generator X 4-8 for 
1SAR|=5, 
19-22 for 
|SAR|=10

0-2 for 
|SAR|=5& 
10

X 154-1414 for
|SAR|=5, 
589-5801 for 
1SAR|=10

Dehkordi el al. 
[30] Aug. 2009

-Used GA for SAR hiding Example dataset X X X X V

Gupta et al. [25] 
Oct. 2009

DRS Wisconsin Breast 
Cancer dataset from 
UCI Machine 
Learning Repository

V V V X V

Chen et al. [35] 
Dec. 2009

ADSSI IBM synthetic data 
generator

V 8% 0 V X

Modi et al. [34] 
July 2010

DSRRC Example dataset V 36% 0% 0% 6.4%

Naeem et al. [31] 
Dec. 2010

- Weight generation 
algorithm

Zoo dataset
Lymphography
dataset
Thyroid0387 dataset 
Hypothvroid dataset

X X 0 0 X
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• Purpose o f V means that the author presented it clearly.

• Purpose o f x means that the author did not presented it clearly.

2.6 Summary

In this chapter we have reviewed the literature on privacy preserving of association rules. From 

the literature it is clear, that each and every technique has improved privacy preserving of 

association rules in a single dimension while ignoring the remaining dimension. The problem of 

optimal sanitization is an NP-hard presented by Atallah et al. [6]. In order to analyze the side 

effects, the following parameters are presented in the literature.

>  Lost Rules [25, 26, 49, 50, 51]: Non-sensitive association rules which are falsely 

hidden during the hiding process, by transforming the original database into sanitize 

database.

>  Ghost Rules [25,26, 48, 49, 50, 51]: New rules which are falsely generated during the 

hiding process not support by the original database.

>  Hiding Failure [48, 50, 51]: Some techniques do not hide the entire sensitive 

association rules.

>  Hidden Rules [24, 25, 26, 48, 49, 50): Association rules which are not generate after 

the hiding process.

>  Modified Transaction [24, 25, 26, 48, 49, 50, 51]: The number o f transaction which is 

modified during the hiding process.

hi the next chapter, we are presenting a model for privacy preserving of association 

rules which is going to resolve the highlighted limitation in a more reliable way.
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Chapter 3

PROPOSED FRAMEWORK FOR PPGA

In the previous chapter, we have discussed numerous Privacy Preserving Data Mining PPDM 

techniques. From the literature we found, that most of these techniques are based on support and 

confidence framework. From this review, we identified that most of the techniques are suffering 

from the side effects of lost rules, ghost rules and other side effect, such as number of transaction 

modified and hiding failure. The above mention side effects play an important role in the 

motivation of proposed architecture. In the proposed architecture, Genetic Algorithm GA is used 

to triumph over the above mention side effects. This work has a partially resemblance to the 

work done by Dehkordi et al. [30]. Flowever, the difference is that we have defined our own 

fitness strategy. The question rises, “Why are we using GA in PPDM?” The answer to such 

question can be justified that PPDM is an extremely complex domain and need to standardize

[54]. Such standardization in PPDM refers to be NP-hard problem [6]. Therefore, GA is used to 

provide optimal solution to hard problem. Such optimality of solution depends on the complexity 

of fitness function. The possible strength of fitness function ensures a desirable level o f optimal 

solution. There are other evolutionary approaches also available in the literature. These 

approaches are Particle Swarm Optimization (PSO) [69], Ant Colony Optimization (AGO) [70], 

Simulated Annealing (SA) [71], Tabu Search (TS) [72], and Honey Bees Mating Optimization 

(HBMO) [74]. In this chapter, we will discuss in detail about genetic algorithm, its different 

operator and the use o f genetic algorithm in sensitive association rules hiding.

3.1 Architecture for Privacy Preserving Genetic Algorithm (PPGA)
In the proposed archeticure, the GA is used to preserve the privacy of association rules. Genetic 

algorithms have been developed by John Holland [73]. Holland's GA is a method for moving 

from one population of “chromosomes” (e.g., strings o f “bits” representing carididate solutions to 

a problem) to a new population. In terms o f genetic algorithm the dataset is called population and 

transaction is called chromosome. Moreover, GA is evolutionary and meta-heuristic technique 

used to solve complex problem. Hence, preserving the privacy of association rules is a complex 

problem and need optimal sanitization. Therefore, GA is used to hide restrictive patterns, 

by decreasing support o f Y  or by increasing the support of X. Furthermore, it often requires a
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“fitness function”. Hence, the fitness function assigns a value to each transaction (chromosome) 

in the database (population). Additionally, the fitness of the transaction depends on how well that 

transaction solves the problem at hand. The fitness is calculated with the help of Equation 3.3.

Let Z) be a set o f transaction in a dataset, denoted as D={T], T2, ...........,T„} and i? be a set

of identifier, defined as R={1, 2 ,............. n}. Each record Tr is defined as a set of data items,

Tr={di,d2, ..............dk), where /  represent a set of identifier, 1={I, 2,................. . k}.

Let 5 be a set of sensitive item or sensitive pattern, denoted as S= {si, S2, .........., W  -P be a

set of identifier for elements of S, defined as P~ {1,2,............. . m}.

ySp eT rV Sp  0Tr, 1 / Count{Sp) in : Sp>, (3.1)

e.g. D = { T i,T 2,T 3}

Tl= {Bread, , Butter}

Tj= {Bread, Egg, ,}

T3= {Bread, , Butter}

Sp={Bread, Butter)

Count (Sp) in Ti= (Bread)

Sp e T2. Count(Sp) inT 2 = 1

V d ,£ T r .Y .U d i : d ,^ [ l ]  (3.2)

e.g. diET 2,Z f= id i =(1+1)=2

Let be a set of fitness values, defined as F= {fu fi,........ fh}^ and Fbe a set of identifier

for elements of 7̂ , denoted as F= {1, 2,.......h}.

V/;, eTr, where/v= 1/ Count{Sp) in 7^+ Y.f=i (3.3)

e.g. S f= id i= 2

'Z^^^^Count{Sp) inT2 = 1

fv=(l/l)+2=3

Equation 3.3, describes that the fitness value depend on the number of sensitive item in a 

transaction. It means that, the fitness function is rule oriented. Moreover, transactions are sorted 

in descending order on the base of fitness value. Furthermore, the transaction having lower 

fitness value will be selected for modification. Hence, fitness function goes toward 

maximization.
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Let C be a set of chromosome, denoted as C=(Oi, O2, .......... ,0„} and 5 be a set of

identifier, defined as S={1, 2,............, n). Each record Os is defined as a set of items,

Os^{o],02, .............. where/represent a set of identifier,/= // , 2,........................ . k}.

|D |= |C | |  V |O s | = |Tr|

D ;= C A Tr := Os

"iSp EOs\/Sp 0 0 s , 1 /  inOs:Sp>, (3 .4)

Vo/ e Os, Sf=i Oi-‘ Oi [0] p

The fitness for each offspring can be calculated by Equation 3.6.

V/;. €Os, wherefy= 1/ Count(5p) in 0^+ Yi=i Oi (3-6)

The question rises, “How do we justify the fitness function.’’? The answer of such 

question is justified that the fitness function is divided into two parts. The 1*' part is called 

transaction sensitivity; it increases the priority by decreasing the value of those transactions 

which contain sensitive item as shown in Equation 3.1 and 3.4. On the base of this equation 

transactions having maximum number of sensitive items will be selected for modification. The 

2"  ̂ part is called transaction priority; it increases the priority of selected transactions, contain 

same number of sensitive items as shown in Equation 3.2 and 3.6.

Table 3.1: Original Dataset
Transaction ID Bread Butter Egg Tea Cake

I 1 1 1 0 0 [
2 1 0 1 0 0
3 1 0 0 1
4 0 1 0 0 1

Consider a rule Bread-^Egg, in Table 3.1, transaction 1 and 2 have the same number of 

sensitive items such as T/=2 and 77=2. Put these values in Equation 3.1.

T,= 1/2= 0.5=T2

Now Equation 3.2, is applied to increase the priority of sensitive transactions by counting 

the availability of data items in each transaction such as T /= i and T2=2. Thus, put these values 

in Equation 3.3, to find the fitness of both transactions.

fi= 0.5+3= 3.5

f,= 0.5+2= 2.5
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Similarly, transaction having lower fitness value will be selected for modification. 

However, T2 will be selected. Hence, if  the priority of sensitive transaction is changed such as 

Ti= 2 and T2= S, then Ti will be selected which generate lost rule side effect. The fitness 

justification shows that the lost rule side effect is minimized.

Table 3.2: Sanitize Dataset
Transaction ID Bread Butter Egg Tea Cake

\ .1 1 1 1 0 0 s
2 - 1 0 0 0 0

I 3 " .. '■ 1 0 0 1 0 1
4 0 1 0 0 1

Table 3.2, illustrates that transaction T2 is replaced with offspring (transaction) using 

Equation 3.4 and Equation 3.5. Equation 3.4, increase the priority by decreasing the value of 

those offspring that contain sensitive items. Similarly, Equation 3.5, increase the priority of 

selected offspring, contain same number o f sensitive items, by counting the non-availability of 

data items.

Definition 1: PPGA hide sensitive association rules successfully.

. 'S S p e T r A T r \3 !S p e T r  (3.7)

Equation 3.7, shows that the proposed technique hides sensitive association rules 

successfully. Because, the technique only modify those transactions in which sensitive items are 

present.

Definition 2: PPGA minimizes lost rule side effect.

V £ T ,A f ,£ T r \  TrA O, ' i f ,  £  Tr ./v</;+, (3.8)

Equation 3.8, describes that the lost rules is minimized because, the technique select 

those transactions to modify in which less number of data items are available.

Definition 3: PPGA minimizes ghost rule side effect.

.•.V S p £ 0 , A f e 0 s \ T r = = 0 , i f . , £ 0 s : f , ^ , ^ i  (3.9)

Equation 3.9, illustrates that the ghost rules is minimized. As the selected transactions are 

replaced to those transactions (offspring) in which maximum number o f data items are 

unavailable.

In this step, different operators o f genetic algorithm are applied. These operators are 

tournament selection, single point crossover, mutation, and inversion as shown in Figure 3.1. 

Table 3.3, describes the notation used in the proposed architecture.
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Table 3.3: Notation and Definetion
Notation Detail

!D Oripinar Dataset ^
D' Sanitize Dataset

iT^: transaction ID i
AR Association Rule

ISAR ^ Sensitive Association Rule f
MCT Minimum Confidence Threshold

IMST Minimum Support Threshold; 1
fv Fittnes o f Each Transaction (Cromosome)

ITMG Transaction Modified in each UenerationJ
Os Offsprine ID

ILRs T ,nst Rules , 1
GRs Ghost Rules

>  Tournam ent Selection: In Tournament selection two chromosomes are selected 

randomly from population and more fit o f these two is selected for mating pool as shown 

in Table 3.4.

Privacy Preserving in Association Rules Using Genetic Algorithm Page 34



Table 3.4: T-Selection
Population Fitness T-Selection
11100 3.5

10010
10100 10010

10100 2.5
10010 3.0
01001 3.0

> Single Point Crossover: In single point crossover the parent’s chromosome is split in to 

two portions such as head and tail. Similarly, the head o f one chromosome combine with 

the tail of another chromosome in the mating pool as illustrated in Figure 3.2.

Parent
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

Children

1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
Figure 3.2: 1-Point Crossover

>  Mutation Operator: Mutation operator randomly changes the values (1 by 0 or 0 by 1) 

of some locations in the chromosome as depicted in Figure 3.3.

Parent 1 1 0 1 0 1 0 1

Child 1 0 1 1 1. 1 1 1 0
Figure 3.3: Mutation

>  Replacement or Inversion Operator: In this operator some o f the chromosome of initial 

population will replace with some of the chromosome of offspring as described in Table

3.5.

Table 3.5: nversion Coperation
Population Offspring Mutation Fitness Inversion
11100 10100 00100 5.0 11100
10100 11010 11110 1.5 00100
10010 11100 10100 3.5 10010
01001 11100 11000 4.0 01001

3.2 PPGA

The process of PPGA is completed in three phases as shown in Figure 3.4. The input values of 

the algorithm are original dataset D, sensitive association rules ‘SARs\ minimum confidince 

threshold ‘M C T\ minimum support threshold ‘M ST’ and number of transaction modified in each 

generation ‘TM G\

In phase-1, apriori algorithm proposed by Agarwal et al.[28], is applied to mine k- 

frequent itemset. The association rules are generated from these frequent itemset. In phase-2,
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diperent operators of genetic algorithm are applied to hide sensitive association rules by 

transforming original database D into sanitize dataset D ' (modified dataset). Finally, original 

database D  compare with modified database Z)', to find lost rules and ghost rules side effect.

1. Input: Original Database D, SARs, MCT, MST, N, Replace
2. Output: Transform D into D'

Phase -1
3. FS Frequent Itemset (D)
4. AR Generate Association Rules (FS)
5. SAR Select Sensitive Association Rules (AR)

Phase -2
6. WHILE SAR{ } != 0  OR generation != N
7. Fitness: fv=l/I]f=i Count(Sp) in T̂ + 'Zi=\ di: ^  [1]
8. Selection: Base on fv 

Crossover: Tr * Tr î
Mutation: Select . Change I to 0 or 0 to 1 randomly
Fitness: fy= ! /  'Z i= i Count(Sp) in Os+ S f= i  Oi: Oi ^  fO]
Replace: Tr A Os

9.
10.

1 1 .
12 .

13. Wend
Phase -3

14. D 0 D '

Figure 3.4: Privacy Preserving Genetic Algorithm

3.3 Components of PPGA
The components of the proposed model can be divided into three phases. In phase 1, k-frequent 

itemsets is generated. In phase 2, privacy preserving genetic algorithm PPGA is applied to 

release a sanitize database, by performing some modification in original dataset, in order, to hide 

sensitive association rules. In phase 3, the original database is compared to sanitize database, to 

find the number of lost rules and ghost rules. The components of PPGA are described in Figure 

3.1.

3.3.1 Phase-1 of PPG A

In phase-1, the data which are in CSV file format as shown in Table 3.6 is first converted into 

Boolean format such as 1 and 0. Moreover, we need a format that describes the availability and 

non-availability of data items. Thus, 1 represents the availability of data item and 0 represents 

non-availabiiity of data item as shown in Table 3.7. The items are separated by comma. The 

question rises, “Why we convert data into Boolean format? The answer of this question is that it 

is easy to implement. Next, Apriori algorithm is used with some Minimum Supporting 

Threshold (MST) to mine k-frequent itemsets and then to generate association rules. This 

process contain following steps.
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Table 3.6: Data in CSV file format
Transaction ID Items bought
1 Bread, Butter. Ees I
2 Bread, Egg
3 Bread. Tea
4 Butter, Cake

Table 3.7: Boolean Data in CSV file format
Transaction ID Bread, Butter, Egg, Tea, Cake

M 1.1. I . 0 .0  1
2 1 ,0 ,1 ,0 ,0

13 1,0,‘0. I.O I
4 0 ,1 ,0 ,0 ,1

Step-1: To find frequent 1-itemset or Z/, compare the frequency or support of each 1- 

itemset to minimum supporting threshold and select those whose support is greater than user 

specified threshold. E.g., if the minimum support is 50%, then the only three frequent 1-itemsets 

are generated from Table 3.7.

C l -  {Bread}, {Butter}, {Egg}

Li^ {Bread} support 75%, {Butter} support 50%, {Egg} support 50%

Step-2: Generate a set of candidate k-itemsets or Ci by joining Lk-i with itself (Lk-i * Lk-i) 

e.g. the candidate 2-itemsets or C? is obtained by joining i /  with itself (Li* Lj).

Cj= {Bread, Butter}, {Bread, Egg}, {Butter, Egg}

Step-3: In order to find frequent k-itemset or Z*, scan the database to get the support of 

each candidate k-itemset and compare with minimum support threshold to prune unfrequented k- 

itemset from this set e.g. the frequent 2-itemset or L2 is obtained by scanning the database to get 

the support o f candidate 2-itemset or C2.

C2={Bread, Butter} support 25%, {Bread, Egg} support 50%, {Butter, Egg} support 25%

L2^{Bread, Egg} support 50%

Step-4: Generate association rules from these frequent itemset e.g. only two association 

rules are generated from the frequent 2-itemset, as in step-3.

R l=  Bread-^Egg, support is 50% ^ d  confidence is 66%

R2= Egg^Bread, support is 50% and confidence is 100%

Step-5: In this step we remove all the duplicate association rules e.g. in the current 

example, there is no duplicate rule, to remove.
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Step-6: Discard some of the association rules whose confidence is lower than Minimum 

Confidence Threshold (MCT), called weak association rule e.g. if the minimum confidence 

threshold is 75%, then the rule R} is discarded.

Step-7: Finally, select some o f the association rules as sensitive association rules whose 

confidence are greater than or equal to minimum confidence threshold, e.g. in the running 

example, consider that the rule R2 is sensitive.

3.3.2 Phase-2 of PPGA

In phase-2, the data which is in CSV file format will first convert to transactional database as 

shown in Table 3.1. Select some o f the rule as sensitive association rule, whose confidence is 

greater than MCT as shown in Table 3.8. Initially three inputs namely MCT, Sensifive 

Association Rules (SARs), and initial population is injected to the process of PPGA. The PPGA 

run repeatedly until the SARs {}i^ 0,

3.3.3 Phase-3 of PPGA

In phase-3, the original database D  is compared to modified database D \  to fined the number of 

ghost rules and lost rules.

3.4 Flow of the Architecture

Flow of the proposed architecture starts from CSV file format as shown in Figure 3.5. In first 

step, the data which are in the form of <T, F> or <Yes, No> is booleanized (convert to 0 or I). 

The Boolean data is then imported to MySQL database. In next step, Apriory is applied with 

MST to generate k-frequent itemsets. Similarly, association rules are generated from these k- 

frequent itemsets. Assume that, some o f the rules are selected as sensitive association rules 

which leak-out confidential information. Inifially, three inputs original database, sensitive SAR, 

and MCT are passed to the condition. Then, MCT is compared with the confidence of the SARs. 

If the confidence of the SAR is greater than or equal to MCT, it means that the SAR set is not 

equal to empty then process of Privacy Preserving Genetic Algorithm PPGA will start. In this 

step, first the fitness of each and every transaction will be calculated based on fitness function as 

shown in Equation 3.3. Next different operators of PPGA are applied. Generally, the process of 

PPGA will repeat unfil the confidence o f the SAR drops below the MCT or SAR {}=0. This 

repetition performs some modification in the sanitize database. Hence, if the condition becomesr
false, then the process of PPGA will stop. In the beginning, the original database and sanitize
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Figure 3.5: Flowchart of PPGA
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database are same. At the end, the original database is compared to the sanitized database, to find 

number of ghost rules and lost rules.

Example: Table 3.6 and 3.7, shows the example dataset in CSV file format. The example 

dataset contains four transactions and five items in each transaction. If the MST is 50%, then 

(Bread, Egg} is the only 2-itemset that satisfies the minimum support as shown in Table 3.8. 

Thus, if the MST is increased from 50% then the information of {Butter} and (Egg} is lost which 

affect on the association of (Bread, Egg}. Hence, if the MST is decreased then the ratio of un­

useful information is increased.

Table 3.8: Frequent itemset
Frequent itemset Support

! IBread! 75% 1
{Butter} 50%

IIE aa) 50% “1
{Bread, Egg} 50%

If the MCT is 50%, then the only two rules are generated from this 2-itemset, that have 

confidence greater than 50% as shown in Table 3.9. As we know, that association rules are 

generated from the frequent itemset. Therefore, the MCT must be greater than or equal to MST. 

In the current example, if the MCT is 66% then the same result will be shown. Similarly, if the 

MCT is 67% then the rule, Bread~^Egg, is lost, which we want to hide.

Antecedent Consequent Support Confidence

Bread Egg '50% 66% 1

Egg Bread 50% 100%

Table 3.10: Fitness of example dataset
Population______________ Fitness_______

i 11100 ' 3.5 
10100 __________2.5

UooTo x o “

01001 3.0

Assume that, rule, Bread->Egg, is sensitive or leak out confidential information and need 

to hide. At first, some input parameter, such as initial population, MST, MCT and SAR passed to 

PPGA. Later on, the PPGA calculate the fitness for each transaction. On the base fitness 

transactions are selected for new generation. Hence, the fitness generated by one rule is deferred
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from other rule. However, the fitness depends on rule or rule oriented. Table 3.10, describes the 

fitness of the rule Bread-^Egg generated from example dataset.

Table 3.11: First iteration of PPGA
T-Selection Crossover Offspring Mutation Fitness Inversion
10100

JOOIQ.
\ n o o
10010

10010 10 010 lOlOO __ I 00100

10010 11 100 11010 11110

5.0

1.5

11100

00100

1 11100 11100 
110100 

11100 
10100

11 100 11100 10100 3.5 lOOlO

11100 11 100 11100 11000 4.0 01001

Table 3.11 demonstrates the first iteration or generation of PPGA. In the next generation, 

the sensitivity of the rule is checked by comparing the confidence and support o f the rule to user 

specified threshold. If the sensitivity of the rule is below then specified threshold, it means that 

the rule is hidden. Subsequently, the modified dataset is compared to original dataset to achieve 

lost rule and ghost rule side effect. Table 3.12 illustrates that rule, Bread^Egg, hides 

successfully. The rule, Egg-^Bread, is lost and no new rule is generated during hiding process.

Table 3.12: Performance measure of PPGA
Performance Measure Association Rule MCT MST

ISAR 

Lost Rule

B read^Egg
------ ------- ---- — -%50%

E g g ^  Bread f
50%

3.5 Summary
In this chapter, we proposed a model to preserve the privacy o f association rules. Generaly, we 

discussed in detail the funtionality, components and flow of the proposed architecture. Moreover, 

the components of the proposed architecture are divided into three phases. In phase 1, Apriori 

algorithm is applied to generate k-frequent itemsets. In phase 2, PPGA is applied to transform 

the original database into sanitize database, by performing some modification in original dataset, 

, in order, to hide sensitive association rules. In phase 3, the original database is compare to 

sanitize database, to find the number of lost rules and ghost rules.
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Chapter 4

VALIDATION AND EVALUATION

In the previous chapter, we have proposed a privacy preserving genetic algorithm PPGA to 

preserve the privacy o f confidential information. It also described the flow of the architecture 

and the number o f steps involve in PPGA. In this chapter, we illustrate the implementation of the 

privacy preserving genetic algorithm PPGA. Hence, for its implementation NetBeans IDE 6.9.1 

is used as a development tool and Java as a programming language. The Java is selected because 

of its elevated performance graphical user interface. Moreover, we validate the PPGA for 

sensitive association rules hiding with experimental results. Finally, we compare the results o f 

the proposed framework with the existing techniques. Thus, on the base o f experimental results 

the claim will be verified that the proposed model gives us better results as compare to previous 

work done.

4.1 Implementation

In this section, the screen shot of the Privacy Preserving Genetic Algorithm PPGA is 

demonstrated. The development of PPGA is coded in Java using NetBeans IDE 6.9.1 as a 

development tool. Java is selected as a programming language because o f its prominent features. 

Moreover, it provides a high performance graphical user interface. In addition, we have 

performed series o f experiments on a PC'with -2.0 GHz CPU and 2046 MB memory, under the 

Windows Vista. At first, the data which is in the CSV file format is imported to MYSQL 

database. After this, Apriory algorithm is used to mine frequent k-itemset [28]. Figure 4.1 

describes the association rules generated from frequent k-itemsets before and after sanitization 

from synthetic dataset well be discussed later on. It indicates the sensitive association rule, 4->7, 

with support 41% and confidence 81%. The rule is hidden by decreasing the confidence to 74% 

as shown in the column of Association Rules from Sanitize Dataset. Moreover, the figure also 

represents the lost rule that is, 7-^4. During this hiding process no ghost rules are generated and 

the number of transaction modified 766 is also shown. Initially, Sensitive Association Rule 

SAR, Minimum Supporting Threshold MST, Minimum Confidence Threshold MCT and original 

dataset pass to Privacy Preserving Genetic Algorithm PPGA. The PPGA transform the database
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repeatedly until the confidence or support o f the sensitive association rule drop below the user 

specified threshold.
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Figure 4.1: Mining Frequent Itemsets and Association Rules from Synthetic Dataset

Figure 4.2 represents the numbers of step involve in Privacy Preserving Genetic 

Algorithm PPGA. It also depicts the number of repetition or iteration of PPGA. In addition, the 

figure also describes that what will be the support and confidence value for next generation. The 

process will stop when the support or confidence drop below the user specified threshold. It 

indicates that confidence of the rule is decreased after each iteration of PPGA.
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Figure 4.2: Hiding process of PPGA

4.2 Datasets
To test and validate the Privacy Preserving Genetic Algorithm PPGA, experiments were 

conducted on Zoo dataset [75], Synthetic dataset [76] and Extended Bakery dataset [77]. 

Moreover, the experiments were performed on those data items which are in Boolean format or 

convertible to Boolean format. The data items which we cannot convert to Boolean data will be 

removed as shown in Table 4.1.

Table 4.1: Dataset
Dataset Total

Records
Total
Attributes

Ordinal
Attributes

\ Zoo 101 17 15
1

Synthetic 10000 8 8

j Extended Bakery 20000 50 50
i
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4.2.1 Zoo D atase t

This dataset consist o f 101 transactions. Each transaction consist 17 attributes. These can be 

divided into one categorical attribute and 16 quantitative attributes. As we have described, that 

we are only concern the data items which are convertible into Boolean format. Therefore, we 

neglect one categorical attribute (Type) and one quantitative attribute (Legs). Hence, the 

remaining 15 quantitative attributes which are in the form o f ‘yes’ or ‘no’ are used. Furthermore, 

the attributes description of this dataset is shown in Table 4.2.

Attribute Description A ttribute Decription
1 Item-1 Hair Item-9 Backbone j

Item-2 Feather Item-10 Breathes
I^Item-3 Egg Item-11 Venomous |

Item-4 Milk Item-12 Fins

prtemTs Airborne Item-13 “ ta il  1
Item-6 aQuatic Item-14 Domestic

1 Item-7 Predator_ Item-15 Catsize^ |

Item-8 Toothed

^  Showing rows 0 - 2S total, Quefy look Q.QOOS s&c)
SUCT • rKB 'issl' 
:.DtiT « , M

] Proffing [  E A  Explain SQ L) [  Cfe;

[- Show L I  ^  n5«<s) stating from record # 30
in horizontal mod« and repeat headers after ce ls

Page mimber. i  »

=llem1;rjtefn2 rh«m3„tem4 i'ltem5.jlteni6.*tem7_f!t»fn8j-lWfn5.. h8m10[_ltem11,_ltem12jR8im13;;temi4i.ltem15, 

1 0 0 1 0 0 1 1 1  1 0 0 0 0 1
----.-̂1---- jij----2 ----- 0)--- ^

1 1 0
3  
1

Figure 4.3: Zoo Dataset
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Figure 4.3 depicts the sample o f Zoo dataset. The attributes values are in the form of ‘0’ and ‘ 1 ’ 

format. Here ‘0’ represents the non-availability of data items while ‘1’ shows the availability of 

data items.

4 . 2 . 2  S y n t h e t i c  D a t a s e t

It is compose of 10,000 transactions. Each transaction contain 8 items (attributes). Moreover, the 

attributes description o f this dataset describe as the number o f items available in a hotel for 

breakfast as shown in Table 4.3. Furthermore, the arrangement o f these items is like this that 

some peoples take bread as well as tea, Bread^Tea, while others take egg with rice, Egg->Rice, 

and so on. Figure 4.4 describes the sample of synthetic dataset.

A ttribute Description Attribute Description

Ttem-1 Bread Item-5 Milk

Item-2 Egg Item-6 Cake

Item-3 Tea Item-7 Rice 
. . _ j

Item-4 Butter Item-8 Chicken Roost

Showing rows O - 29 (—10.000^ total. Query took 0.Q004 sec>

I .Show::-1 30 row(s) starting from record # 30

m horizontsl 

Options

-v mode and repeat headers after ceils

.Item 3 lten i7 jriten n S .

! i a £ T _  o i r .  o j

o o 1  o 1

1  i f 9 J F
- 1  i r *  - - ' m - f O f

1 1 1  o 0

i i ^ L _ ■ ■ e --------- ------ i - p  n r
^ 0 ^

Figure 4.4: Synthetic Dataset
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4.2.3 Extended Bakery Dataset
This dataset contains 20,000 transactions. The database store information about food or drink. 

The number of data items or attributes involve in this dataset are 50. Out of these 40 are pastry 

items and 10 are coffee drinks. Furthermore, the database is distributed in multiple locations in 

West Cost State. The numbers of location are California, Oregon, Arizona and Nevada. Table 4.4 

shows the sample of the extended bakery dataset.

______________________Table 4.4: Extended Bakery Dataset______________________
Tr-ID Item-1 Item-2 Item-3 Item-4 ----------------  Item-48 Item-49 Item-50

f _ I 0 1 0 0 --------------  0 _ p  0 I
2 0 0 0 0 ----------------  0 0 "  0

I  ̂ -  -Q- Q ------- '  o q - ^

r i 9 ^ 8 ~ T ' '  " ^ 0 ^  0 — --------- - I - : -  r  "
19999 1 0 0 0 --------------  0 0 0 

r2QTO0 6-------- I-------- 6 0 ~ --------------  "O ^0 0 ' ^

4.3 Performance Measures
The performance measures of the proposed model are:

> When some non-sensitive pattern falsely hidden during hiding process, we call this Lost 

Rules (LRs). In current research work we will minimize the lost rules side effect. It can 

be measure by formula as shown in Equation 1.4.

> When some artificial pattern discover during the hiding process which may not support 

by the original database, we call this Ghost Rules (GRs). In this work we will try to 

reduce the ghost rule side effect to zero. It can be measure by formula as shown in 

Equation 1.5.

> In current research work we are trying to minimize the number of Transaction 

Modification (TM). It is the number of transaction modify during the rules hiding 

process. It can be calculate by comparing the original database to modified database.

>  The technique use in this research work will hide the sensitive association rules 

successfully. Sensitive association rules are rules which contain confidential information 

and whose support and confidence is greater than user specified threshold.
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4.4 Results and Discussion
In this section we performed some experiments on each dataset described in the previous section. 

Initially, minimum supporting threshold is set for each experiment. At first step, the frequent k- 

item set is mined from each dataset. After this, association rules are generated from frequent k- 

itemset.

' o  ARs I

I A  I

. MST% I

Z c e ( l O l ) S y n th e t» c ( iO k )

D a ta s e ts

E x t e n d e d  S a W « r/ ( 2 # k )

Figure 4.5: Frequent k-Itemset and their corresponding ARs

Figure 4.5 describes frequent k-Itemset (Fk-Itemset) and their corresponding Association 

Rules (ARs) with some Minimum Supporting Threshold (MST). The X-axis represents the size 

o f different datasets and Y-axis in left hand side describes minimum supporting threshold for 

each dataset. While the Y-axis in right hand side indicates the number of frequent k-itemset and 

their corresponding association rules generated for each dataset. As the MST decreases the 

number of FK-ltemset and ARs will increases and vice versa. Consider that, some o f these ARs 

leak out confidential information. We call it Sensitive Association Rules SARs or sensitive 

pattern. The SARs are randomly selected on the base o f their support and confidence. Table 4.5 

describes sensitive association rules for each dataset and their support and confidence.
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Table 4.5; SARs their Support and Confidence
Dataset

ID! SAR Support % Confidence %

9-^13 75 90

Zoo 9 ^ 8 61 74

101 13,9^10 60 82

9^10,13 60 73

4->7 41 81

Synthetic 6-^4 41 73

10k 1-^6 41 81

7 ^ 4 ,6 35 70

Extended
19^36 6 58

Bakery 20k 3 4^43 5 54

4 ,19^36 5 94

Three parameters play an important role in rule hiding process such as MST, MCT and 

the number of Transactions Modified in Each Generation (TMG) of PPGA. Therefore, if the 

values of these parameters are changed then the result will be changed. Moreover, we conducted 

several experiments on each dataset. The parameters were set for each experiment. Additionally, 

the hiding process loss some non sensitive patterns, called lost rules, and also new patterns are 

generated, called ghost rules. Thus, optimal sanitization is an NP-hard problem [6]. The PPGA 

preserve the privacy of restrictive patterns by decreasing the ghost rules to zero and lost rules to 

one in most o f the cases.
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Figure 4.6: Figure a and b depicts the experimental results of PPGA

Figure 4.6 illustrates the experimental results of PPGA. The X-axis describes the size of 

the different datasets and Y-axis of Figure a, indicates different parameter setting and the number 

o f transactions modified during the hiding process. Similarly, Y-axis of Figure b, represents lost 

rules and ghost rules side effects. It describes that the proposed technique generates the lost rules 

between 0-3 and minimized the ghost rules side effects to zero. It also shows the number of 

transaction modified during the hiding process. The flow of the graph represents that as the size 

o f database is increased the side effects in term of lost rules, ghost rules and transaction 

modification is decreased.

In the start o f this chapter, the author presented four performance measures. On the base 

o f experimental results, we claim that the proposed architecture hides sensitive association rules 

successfully with no hiding failure. Moreover, the approach used in this work minimizes the side 

effects in term of lost rules and ghost rules. Furthermore, minimizing the number of Transaction 

Modification (TM) is still remains. Additionally, one accidental measure which we have found is 

the CPU time. It is the amount of time taken by PPGA to preserve the privacy o f confidential 

information. For small dataset it is no mater. But for large dataset the PPGA required huge 

amount o f CPU time to preserve the privacy of association rules.

4.5 Comparison
The idea of using genetic algorithm for preserving the privacy o f sensitive association rules was 

first introduced by Dehkordi et al. [30]. They performed experiments on example dataset which 

contain 5 transactions and 6 items in each record. They did not perform experiment on large
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database. Therefore, we did not compare the proposed technique to their work. The proposed 

technique is compared to the technique presented by Naeem et al. [31], Varykios et al. [22] and 

Chih-Chia et al. [26]. Naeem et al. [31], proposed a novel architecture in the domain o f Privacy 

Preserving Data Mining PPDM. They performed experiments on Zoo, Lymphography, 

Thyroid0387 and Hypothyroid datasets taken from UCI machine learning repository. The author 

claims that the techniques generate zero ghost rules. In addition, the technique causes high side 

effect in term o f lost rules. Thus the experimental result o f PPGA is compared to their work. This 

comparison is based on zoo dataset. Furthermore, the PPGA is compared to the technique 

proposed by Varykios et al. [22]. They introduced five algorithms namely algorithm l.a, l.b, 2.a, 

2.b and 2.c in order to preserve the privacy of confidential information. They carried out 

experiments on databases of size 10k, 50k and 90k. These techniques generate high side effects 

in term of lost rules and ghost rules. Similarly, the proposed technique is judged against to these 

techniques. The judgment is based on synthetic dataset of size 10k. In the same direction, the 

proposed technique is compared to the technique presented by Chih-Chia et al. [26]. They 

proposed a novel architecture in the domain of PPDM, called FHSAR, for Fast Hiding Sensitive 

Association Rules. They conducted experiments on databases of size 10k, 20k, 30k, 50k and 

100k. Each of them contains 50 data items, |I|=50. The experimental results of FHSAR describes 

that the technique hide sensitive association rules successfully. The experimental results of 

FHSAR shows that this is outperform in term of lost rules and ghost rules side effect then 

previous work done. The experimental results of PPGA are compared to the FHSAR. The 

comparison is made on the base o f Extended Bakery dataset of size 20k. Moreover, the purpose 

o f selecting zoo dataset of size 101 for Naeem et al. [31], synthetic dataset of size 10k for 

Varykios et al. [22] and extended bakery dataset of size 20k for Chih-Chia et al. [26] is to 

standardize the results of PPGA.
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Figure 4.7: Comparison of PPGA with existing techniques average over three dataset zoo,

synthetic and extended bakery dataset.

Figure 4.7 depicts the comparison of PPGA to other techniques in the literature as 

described. It shows that these techniques minimized the side effects in one direction such as 

minimized the ghost rules side effect and remain or ignore the lost rules side effect as well. It 

also describes that the proposed technique hide sensitive association rules by decreasing the 

ghost rules side effect to zero. The figure also represents that PPGA generate lost rules between 

0-3. Similarly, the proposed technique hides sensitive association rules successfully with no 

hiding failure. On the base of such comparison we claim that PPGA is out perform than other 

techniques presented in the literature.

4.6 Summary
In this chapter, we used three datasets zoo [75], synthetic [76] and extended bakery 

dataset [77]. The experiments were conducted on these datasets. Moreover, the author claimed 

that the proposed technique minimizes lost rules and ghost rules side effects. Finally, the claim is 

validated by comparing the experimental results of PPGA to other techniques in the literature.

Privacy Preserving in Association Rules Using Genetic Algorithm Page 52



CHAPTER 5: CONCLUSION & FUTURE WORK



Chapter 5

CONCLUSION AND FUTURE W ORK

5.1 Conclusion
Organizations such as Customer Relationship Management (CRM), telecommunication industry, 

financial sector investment trends, web technologies, demand and supply analysis, direct 

marketing, health industry, e-commerce, stocks & real estates, understanding consumer research 

marketing and product analysis often share data in order to achieve mutual benefits. However, 

sharing o f data disclose confidential data. Therefore, data modification or data sanitization 

techniques are applied to preserve the confidentiality o f their confidential data or restrictive 

pattern in the form of sensitive association rules. Moreover, it preserves the privacy of restrictive 

patterns by concealing the frequent itemsets subsequent to those patterns. This process 

overcomes the leak out o f confidential information while sharing data. It causes impact on data 

effectiveness in the form of non-restrictive patterns lost and also new patterns are generated. The 

problem o f optimal sanitization is very complex or NP-hard [6]. In current research work, we 

minimized the side effects caused by hiding sensitive association rules or frequent itemset. 

Furthermore, we presented a fitness ftinction. It calculates fitness value o f each transaction. 

Moreover, this approach hides sensitive patterns or sensitive association rules successfully. 

Additionally, the hiding process modifies some transaction in original dataset. Here binary 

dataset is passed as initial population to Privacy Preserving Genetic Algorithm PPGA. Similarly, 

the PPGA modifies the database recursively until the support or confidence of the restrictive 

patterns drop below the user specified threshold. This process takes CPU time to complete. It is 

the amount o f time taken by PPGA to hide sensitive association rules. It depends on dataset. For 

small dataset the process complete in short time. If  the dataset is large then the prototype runs in 

huge amount of CPU time. Additionally, to test and validate the PPGA experiments were 

performed on Zoo dataset [75], Synthetic dataset [76] and Extended Bakery dataset [77]. 

Similarly, the experimental results of PPGA compared to the technique presented by Naeem et 

al. [31], Varykios et al. [22] and Chih-Chia et al. [26]. Thus, the claim is verified that PPGA 

outperform then other techniques available in the literature. Furthermore, the technique presented 

in this approach generates the lost rules 0-3 and minimized ghost rule to zero.
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5.2 Future Work
In the future, we will design a confidence base privacy preserving genetic algorithm PPGA. It 

will improve the existing fitness function of PPGA. Moreover, it will modify those items in a 

sensitive transaction that will reduce the confidence of the rule. Hence, this will minimize the 

number of transaction modification and also ensure to minimize lost rule and ghost rule side 

effects. The PPGA takes huge amount of CPU time to preserve the privacy of confidential 

information. Therefore, we will also try to improve the CPU time of privacy preserving genetic 

algorithm PPGA. Additionally, we will apply other evolutionary approaches, to preserve the 

privacy of sensitive association rules.
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